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Computational Discourse Modeling 

(Tentative plan, subject to change) 

 

LING-8415 (Spring 2024) 

Mon+Wed, 2:00-3:15, Room TBD 

 

Instructor:  

Amir Zeldes 

E-Mail: amir.zeldes@georgetown.edu 

Website: https://gucorpling.org/amir/  

Office: Poulton Hall 243 (office hours Wednesdays, 3:30-5:00) 

 

Summary: 

Recent years have seen an explosion of computational work on higher level discourse 

representations, such as entity recognition, mention and coreference resolution and (shallow) 

discourse parsing. At the same time, the theoretical status of the underlying categories is not well 

understood, and despite progress, these tasks remain very much unsolved in practice. This 

graduate level seminar will concentrate on theoretical and practical models representing how 

discourse unfolds across sentences as it grows. We will explore cohesion in text by means of 

discourse relations (e.g. expressing causality, contrastivity), the use of recurring referring 

expressions, such as mentions of people, things and events, and how these are coded during 

language processing. We will also study multiple levels of discourse processing in terms of 

information structure, discourse relations and theories about anaphora, including classic theories 

as Centering Theory and Alternative Semantics, and newly developing ones such as Question 

Under Discussion (QUD) trees. With these in mind we will look at computational 

implementations of systems for entity recognition, coreference resolution and discourse parsing 

and explore their relationship with linguistic theory and textual coherence, including symbolic, 

neural and prompt-based approaches using LLMs. Over the course of the semester, participants 

will implement their own project exploring some phenomenon within the domain of discourse 

processing. Intermediate programming skills (preferably in Python) are required, and a previous 

computational course such as Intro to NLP (LING-4400 or higher) or Computational Corpus 

Linguistics (LING-4427) is recommended. 

 

Course requirements: 

Attendance 

Final project  40% 

Assignments  40% 

Presentations  10% 

Participation  10% 

mailto:amir.zeldes@georgetown.edu
https://gucorpling.org/amir/
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Assignments and final project: 

Assignments will include programming assignments, possibly including a brief writing 

assignment describing the approach. There will be two types of presentations: a discussion of a 

relevant article in one of the topics being discussed (some suggestions will be provided, but 

students may suggest papers as well) and presentations of documented code produced by the 

students. I encourage some of the coding work to be done jointly with fellow students, as long as 

individual contributions are clearly delineated. The final project is usually an independent 

implementation of a discourse processing module, accompanied by a paper in the ACL format 

(4-8 pages, 2 column layout, see ACL proceedings), including a summary literature review, 

description of the approach, and evaluation on some dataset. Students often turn their papers into 

workshop or conference paper after the course (this is encouraged but not required by the class in 

any way). 

 

Absences and timely assignment submission: 

Students are expected to attend all classes and to complete all assignments on time. Absences 

may have an adverse effect on grades in a course, up to and including failure. That said, students 

may excuse themselves via e-mail from up to three meetings at their discretion, provided that 

they make up for lost course work and submit the assignments. Any additional absences for 

special reasons (religious observances, athletic travel, prolonged illness etc.) may be coordinated 

on a case by case basis with the instructor (documentation may be required as applicable). 

 

 

Course plan: (approximate) 

 

Approximate and tentative plan (each participant should plan to present one of the papers below 

or a related one). The course plan is very flexible as this is a graduate level seminar – we can 

choose to tackle discourse relations before entities, skip and/or replace topics etc. 

 

Week 1 – Introduction 

Weeks 2-4 – Tiling, topics and hierarchical document models 

- Possible readings: Hearst (1997), Pevzner & Hearst (2002), Teufel & Moens (2002), 

articles from Gruber & Redeker (2014), Xing & Carenini (2021), Xu et al. (2021) 

- Project ideas:  Tiling sub-module, discourse unit segmentation 

Weeks 5-7 – Centering, Cohesion and Coherence  

- Possible readings: Grosz et al. (1995), Poesio et al. (2004), Krifka (2008), Kehler & 

Rohde (2013), Spalek & Zeldes (2015), Friedrich & Palmer (2014) 
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- Projects: Centering-based cohesion tracking, recursive topic splitting, subsequent 

mention modeling 

Weeks 8-10 – Entities, Anaphora and Coreference 

- Possible readings: Recasens et al. (2010), Lee et al. (2013), Pradhan et al. (2014), Zeldes 

& Zhang (2016), Ma & Hovy (2016), Yu et al. (2020), Wu et al. (2020), Yuan et al. 

(2021), Zeldes (2022)… 

- Projects: referring expression generation, basic coreference model for an interesting 

language, bridging resolution… 

Weeks 11-14 – Discourse Relations (RST, PDTB, SDRT, CCR, QUD)  

- Possible readings: Mann & Thompson (1988), Marcu et al. (1999), Prasad et al. (2008), 

Surdeanu et al. (2015), Stede et al. (2016), Gessler et al. (2021), Ko et al. (2021), Wu et 

al. (2023)… 

- Projects: shallow or deep discourse parsing, relation mapping, dependency vs. constituent 

tree conversions, graph simplification, modules for segmentation/classification 

Week 15 – Conclusion 
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Notice regarding Title IX/Sexual Misconduct: 

 

Georgetown University and its faculty are committed to supporting survivors and those impacted 

by sexual misconduct, which includes sexual assault, sexual harassment, relationship violence, 

and stalking. Georgetown requires faculty members, unless otherwise designated as confidential, 

to report all disclosures of sexual misconduct to the University Title IX Coordinator or a 

Deputy Title IX Coordinator. If you disclose an incident of sexual misconduct to a professor in 

or outside of the classroom (with the exception of disclosures in papers), that faculty member 

must report the incident to the Title IX Coordinator, or Deputy Title IX Coordinator. The 

coordinator will, in turn, reach out to the student to provide support, resources, and the option to 

meet. [Please note that the student is not required to meet with the Title IX coordinator.]. More 

information about reporting options and resources can be found on the Sexual Misconduct 

Website: https://sexualassault.georgetown.edu/resourcecenter. 

 

If you would prefer to speak to someone confidentially, Georgetown has a number of fully 

confidential professional resources that can provide support and assistance. These resources 

include: 

Health Education Services for Sexual Assault Response and Prevention: confidential 

email sarp@georgetown.edu 

 

Counseling and Psychiatric Services (CAPS): 202.687.6985 or after hours, call (833) 960-3006 

to reach Fonemed, a telehealth service; individuals may ask for the on-call CAPS clinician 

 

More information about reporting options and resources can be found on the Sexual Misconduct 

Website. 
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