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Abstract

Digital corpora are used as a data source in corpus linguistics, literary
computing and computational linguistics. Although differences in these
disciplines dictate different kinds of work with corpora, many of their
respective methods either are applied or could be applicable in the other
disciplines. With the recent emergence of richly annotated multi-level
and multi-purpose corpora in mind, we review differences and similari-
ties in research questions, corpus resources and their qualitative and
quantitative exploitation in the three disciplines, along with suggestions
for further development and mutual enrichment.

1. Introduction

It all started with Roberto Busa’s famous Thomas Aguinas corpus' from the
late 1940s, which is claimed by at least corpus linguistics and literary
computing? as a starting point for their disciplines?, but is equally at the
basis of the corpora in use in contemporary computational linguistics.*

' Busa (1974, 1980).

A few words on terminology: we use the termliterary computinge to denote computa-

tional approaches to the study of literature (similar to the German Computerphilologie,

see Jannidis [2007]). The terms >humanities computingc or »digital humanities¢, while
sometimes used in a similar way (see for example Zampolli [2001]), very often encom-
pass all aspects of the use of computers in the humanities (see for example articles in

Schreibman et al. 2004). The scope of the term >computational linguistics< will be li-

mited in this discussion to refer to natural language processing, which is its most rele-

vant subfield in the context of corpora.

See for example McEnery/Wilson (2001) and Hockey (2004).

4 Most histories of computational linguistics claim as a starting point the interest in ma-
chine translation and the development of automata theory in the 1950s and 1960s (see
for instance Menzel [2004], Jurafsky/Martin [2000], Dipper, forthcoming). Roberto
Busa’s work is nevertheless often acknowledged (Batori [1989], Jones/Sondrup

[1989]).

©
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Between 1949 and today, all three of these disciplines have formed and
developed. All of them use corpora or electronic versions of texts both
qualitatively and quantitatively, but very often they seem to be unaware
of each other’s work.> At a time when multi-level corpus architectures,
XML-based standards and standoff annotation allow unprecedented ex-
pressivity and coexistence of multipurpose and even conflicting annota-
tions, we feel it is appropriate to review the role of corpora in different
fields, the ways in which they can learn from each other and exploit the
same or similar resources, as well as harness the latest advances for their
own respective uses.

In this article we therefore want to explore the similarities and differ-
ences between the three disciplines’ approaches to corpora and argue
that new corpus architectures and distributed computing might help the
disciplines to come together again. Besides large corpora, we will pay
special attention to small corpora that are difficult to acquire and might
need (partly) manual annotation. We will however concentrate on text
corpora and will not deal with spoken corpora and multi-modal corpora.

There are, of course, many articles which deal with the history and
compatison of two of the three disciplines®, and the variety of techniques
and methodologies which they could (but often do not) learn from each
other. However by focusing on corpora, the common resource at their
hearts, we target the element that can be most readily used to enrich one
discipline through the other. The differences and similarities in corpus
use that we will be dealing with can manifest themselves in three areas:
(a) research questions, (b) resources, and (c) exploitation. We begin in
the next section with the topic of research questions and goals, since
these determine the choice of both resources and methods of exploita-
tion. The discussion of resource types and characteristics in the follow-
ing section deals separately with corpus design (that is the choice of ma-

> 'This has to be qualified somewhat. The fact that neither the Oxford Handbook of Conpu-
tational Linguistics Mitkov (2003), the forthcoming Handbook on Corpus Linguistics
Liideling/Kyt6, (forthcoming) nor the recent issues of the major journals in these
fields contain any articles on literary computing shows that computational and corpus
linguists tend to overlook work in this area. On the other hand, the fact that a number
of corpus linguistics and computational linguistics articles have appeared in literary
computing journals and handbooks (see for example Schreibman et al. (2004) and re-
cent issues of the Jabrbuch fiir Computerphilologie or Digital Humanities Processing) seems to
show that literary computing is more open towards corpus linguistics and computa-
tional linguistics approaches.

6 See for example Zampolli (2001), Hockey (2003), Hajic (2004), Hockey (2004), Dipper
(forthcoming).



Three Views on Corpora 151

terials entering a corpus) and corpus annotation and architecture (that is
how this raw data is encoded and enriched). The final section on exploi-
tation methods will focus on the dichotomy of qualitative and quantita-
tive approaches to corpus use, and how they can be combined to maxim-
ize the benefits of working with corpora in all fields.

2. Research questions and goals

In this section we will sketch some example research questions in corpus
linguistics, literary computing, and computational linguistics and discuss
the status of corpus data as an empirical basis in each of these fields. By
its nature as a linguistic methodology, corpus linguistics is concerned with
the study of language systems, and not with individual texts, which form
instances of the output of those systems. Corpus linguistic research ques-
tions therefore tend to concentrate on properties of the language system,
with the goal being to substantiate or disprove theories about these
properties by using text (be it written or spoken) as evidence. There are
areas in linguistics which have traditionally — before electronic corpora
were possible — relied on textual data more or less exclusively, such as
lexicography, historical linguistics, and even traditional grammar writing,
while others, such as sociolinguistics and language acquisition, have re-
lied on textual evidence next to questionnaire data, elicited data, and psy-
cholinguistic findings. Corpus data can thus either be used as the only
kind of data, or as one kind of data among others.”

Corpus findings can be interesting in themselves but often they are in-
tegrated into a larger theory. A good example of a research question that
is forced to rely on corpus data but is grounded in a linguistic framework

7 Tognini Bonelli (2001) proposes a distinction between corpus-driven and corpus-
based approaches (compare Xiao, forthcoming). Corpus-based approaches essentially
take corpora as corroborative evidence for existing theories reached by other means
(for example introspection, but also other empirical means such as psycholinguistic
experiments), or else as a source of counterexamples for such theories. Corpus-driven
studies, by contrast, attempt to approach the data with as few preconceptions as pos-
sible, ideally deriving categorizations directly from the data. We are, however, skeptical
about corpus-driven research and argue that it is not possible to do any kind of re-
search without some previous classification; even the splitting of a text into minimal
units — tokenization — requires linguistic decisions (see Liideling [2007]; on tokeniza-
tion see Schmid, [forthcoming]).
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is the study of Kyt6 and Romaine$, which examines the distribution and
diachronic development of inflectional, periphrastic and double adjectiv-
al degree marking in English (for example forms like easier, more easy and
more easier respectively) in two diachronically disparate corpora. The re-
search question is oriented towards an existing theoretical framework in
the sense that it adheres to the variationist theory of language change.
The findings are therefore not only interesting in themselves but can be
used as a building block in a larger theory. An example of a study that
uses corpus data together with other data is the study of morphological
productivity by Baayen and many others? which builds on work in theo-
retical morphology and uses corpus figures to model productivity and
make predictions about the behavior of a given morphological process.
The corpus findings are then integrated with psycholinguistic evidence
for a cognitive theory of productivity in the mental lexicon.

Corpus data is often used to model complex quantitative dependen-
cies that cannot be found in any other way. For example, using such me-
thods as multivariate analysis it is possible to consider and compare the
significance of multiple factors represented by overlapping or comple-
mentary annotation schemes. In one study!®, Gries analyzes different
postulated factors that may be responsible for positioning English phras-
al verbs before or around their objects (for example pick up a book versus
pick a book up), ranking over a dozen significant factors. By ana-lyzing
annotated corpus data, a prediction accuracy on phrasal verb construc-
tion choice of upwards of 84% is reached in this study. Corpus linguis-
tics is thus not limited to verifying or falsifying theories, but can investi-
gate the interaction of factors in the data and give predictions with quan-
tifiable accuracy.

In recent years the role of corpus evidence has been discussed anew in
theoretical linguistics and corpus linguistics.!! Generative linguistics,
which for a long time only accepted grammaticality judgments (and
sometimes psycholinguistic findings) as evidence, has started to use cor-
pus data in these paradigms for some questions as well.12

8 Kyto/Romaine (1997).

9 For an overview see Baayen (forthcoming).

10 Gries (2001).

11 See for example the articles in Bod et al. (2003) or in Reis/Kepser (2005).

12 Examples are Featherston (2005) who uses frequency data to discuss graded grammat-
icality or Meurers/Miiller, forthcoming, who use corpus data qualitatively to study un-
clear syntactic phenomena.
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Unlike corpus linguistics, /terary computing concentrates on particular
texts, and is therefore centered on properties and interpretations of the
data in itself, and not on making predictions outside of the corpus for
new input. However, this does not mean that the researcher is limited to
the contents of a particular edition or manuscript that he or she has
available: a text in this context is understood to mean the content of a
particular work as it was formulated or used in a particular context in
time and space. For historical works, this text often does not exist in its
entirety in any one manuscript, but must be abstracted from multiple
witnesses. It is thus possible to speak of different diatopically or diach-
ronically disparate variants of a text. Many historical projects in literary
computing therefore begin by applying the methods of stemmatics, pio-
neered by Karl Lachmann, in order to reconstruct the contents of each
version, going back to the eatliest possible text by a process of collation
and comparison. The computer makes such reconstructions (or stemma-
ta) easier than ever before, with programs such as Collate’® and TUSTEP
[1] (Tiibinger System von Textverarbeitungs-Programmen) easing the work of
comparing (digitized) manuscripts and producing a critical apparatus of
disagteements between witnesses automatically. Bakker, for example,
uses Collate on multiple digitized manuscripts of the Old Church Slavon-
ic New Testament in an attempt to reconstruct the original Slavic transla-
tion of the New Testament prepared by Sts. Cyril and Methodius in the
9% century.'* For a more recent example using phylogenetic methods, see
the papers in Macé et al.13

The first research question in literary computing may thus often be
»what is the textP«, and this question can also be relevant to corpus lin-
guistics, albeit usually not as a research question in itself. This question is
also ultimately related to one of the most crucial practical questions in
literary studies in general and in philology in particular: »how should the
text be presented to the reader?« Here, the advent of literary computing
has had perhaps the most revolutionary effect on the goals of the tradi-
tional philologist: it has made the visualization of ambiguous text possi-
ble. A good example of an interactive environment for the study of tex-
tual variation can be found in the Canterbury Tales Project |2], where the
correct presentation of its results to the reader has been an explicitly
stated main goal of the work.'6 There is thus a substantial range of digital

13 Robinson (1994).
14 Bakker (1996).

15 Macé et al. (2000).
16 Robinson (2003).
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editions, from ones that simply mean to present a text statically, often
oriented towards qualitative study of the text similar to that possible us-
ing a printed copy, to ones offering dynamic interactivity, with no one
view of the text being predetermined by the editor, since a particular
view may place limits on the research questions that can be addressed.

A good critical digital edition is therefore not only concerned with
producing an authoritative text, which is not always possible, but also
with its usability as the basis for a variety of research questions, possibly
involving only small parts of texts. For example, the Canterbury Tales Pro-
Ject’s CD-ROM edition was used by Solopova!” and Kennedy'® to discuss
the controversial Wife of Bath’s Prologue, a contested section missing from
most manuscripts of the text but considered by some to originate in an
unfinished draft by Chaucer. Importantly in such widely used editions,
and similarly to corpus linguistics, the use of an agreed upon data base as
a source of evidence facilitates the comparison of different studies, and
ensures maximal reusability and reproducibility, sparing researchers all
too common doubled work efforts.

In some cases, especially if too few or even only one manuscript of a
text is available, no attempt is made to reconstruct stemmata. For more
modern works, where an authoritative print edition forms the basis of
the studied text, there is also no need to do so. But whether or not a text
is abstracted from the data or is simply available for study, the digital edi-
tion can be only the first step in deeper investigations into a text and its
context. Greater value can be attained in texts that are also annotated for
metadata (more on which in the next section) — even physical properties
of codices, or the logical structural divisions of line and page breaks, or
metrical and typographical information can be retained in corpora, pos-
sibly alongside digitized, aligned facsimiles. Such high-quality corpora
provide unprecedented access to original documents for researchers
worldwide using nothing more than a web browser, and consequently
allow the diverse traditional research questions to benefit from the digital
corpus. But the ultimate goal is to create resources that not only allow
any traditional research to be carried out on-line, but also to open up
new directions and research questions, especially in quantitative studies.
Semino and Short, for example, use a corpus of English prose, newspa-
pers and biographical material to study the different ways in which
speech and thoughts are presented in writing, analyzing data both quali-

17 Solopova (1997).
18 Kennedy (1997).
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tatively and quantitatively.!” Another example is the Charikleia project,
which proposes studying the historical emergence of the German novel
and the narratological development of this genre using a corpus of Ger-
man literature from 1500 to 1900 (for more on quantitative methods see
the section on quantitative corpus exploitation below).?)

Corpus linguistics and literary computing use computational methods
to study underlying data. Computational linguistics by contrast harnesses lin-
guistic resources as a means to an end, usually in order to create systems
that can cope with unseen, but similar linguistic input, and process it.
This is not to say that computational linguistics is detached from linguis-
tic theory — on the contrary, many computational linguists attempt to
formalize and implement linguistic theories such as LFG (Lexical Func-
tional Grammar) or HPSG (Head-Phrase Structure Grammar) in parsers,
and have to address such issues as the computational complexity of these
models.?! However beyond theoretical questions such as what computers
can or cannot do linguistically (for example whether or not a computer
can really »speake, or pass the Turing Test, fooling a human into thinking
they are engaged in a conversation with another human), computational
linguistics can be thought of as more goal-oriented than research ques-
tion-oriented in the sense of the other two domains discussed here.?

A typical goal of computational linguistics can be found in what is
perhaps its defining task, and certainly the original motivation driving the
development of the field in its early days: machine translation. Its task is
simply put to take input in a source language and output its translation in
a destination language.?> However since at least in corpus-based systems
the probabilities of different possible translations are calculated based on
examples from a parallel bilingual training corpus, the translation is only
as good as the corpus it is based on, or more exactly, its quality depends
on how closely the corpus resembles future input (for example in do-
main, register et cetera). Computational linguistics tasks are typically eva-
luated in terms of precision and recall (that is how much of the output is
incorrect, and how much of the desired output was achieved), meaning
that they rely on some sort of >gold standards, often a manually annotated

19 Semino/Short (2004).

20 Jannidis et al. (2000).

21 Compare Dipper (forthcoming).

22 See the articles in Mitkov (2003); for the role of corpora in computational linguistics
see Dipper, forthcoming,.

2 For an overview of different approaches and some background, see Nirenburg et al.
(2003) and Somers, forthcoming.
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output or a set of guidelines for humans to produce the desired output,?*
which may also influence a task’s formulation.

Other computational linguistics tasks are intimately involved in the
preparation of linguistic corpora and databases for the digital humanities
in general, such as lemmatization and orthographic normalization or
fuzzy search?, part-of-speech tagging, syntactic parsing, or even high-
level tasks such as anaphor and co-reference resolution or named entity
recognition.?6 Many approaches to these tasks rely on sample corpora for
training statistical models, meaning for example that a normalized edition
of a small text or part of a text may be needed in order to create one of a
larger text automatically or semi-automatically.

Often, however, computational linguistics is less preoccupied with an-
notating data that researchers, or humans in general, will be interested in
explicitly searching for, but rather in resolving the fuzziness that exists in
users and their needs themselves. For example information retrieval, a
domain in computational linguistics dealing with searching for and re-
trieving all and only the data that a user is interested in from a collection
of documents, is concerned with bridging the gap between an explicit
but inaccurate query, and the possibly more accurate but inexplicit intent
of the user. In order to fulfill this goal, user input can be expanded by
using lexical semantic resources such as formal ontologies, which pro-
vide alternative ways in which the user’s intent might match actual text
(for example to search for poodle too when dog is input). At the same time,
the document set being searched, which is in many ways similar to a cor-
pus, despite its non-linguistic design and motivation, is enriched with re-
levant semantic tagging, such as tags denoting whether entities are hu-
man, animate, edible, sub-patts of other entities and so on. It goes with-
out saying that the development of many such resources and their testing
also involve large corpora, which, as we shall see, have different proper-
ties than linguistic and literary ones.

In a sense, the goals of computational linguistics are thus partly de-
termined by the needs of other disciplines, which require taggers and
parsers, and partly by commercial interests, which are more involved in
the development of search engines and machine translation systems. At

24 An example of a machine translation evaluation measure is the BLEU score (Papineni
et al. [2002]). For criticism see Callison-Burch et al. (2000).

25 The latter two are especially relevant for achieving searchability of non-standard and
historical texts, see Pilz et al., forthcoming,

26 See for example Manning/Schiitze (1999), Jurafsky/Martin (2000), and the articles in
Mitkov (2003).



Three Views on Corpora 157

the same time, computational linguistic methods are constantly being fed
by the resources and theories that other disciplines produce. In the next
section we discuss some of these resources in greater depth.

3. Resource types

As text-based disciplines, corpus linguistics, literary computing, and
those areas of computational linguistics which are concerned with the
processing of natural language texts, all make use of digital corpora.
However, there are several key differences in the resources each of these
disciplines uses, both from a practical and a theoretical point of view.
The differences pertain to corpus design (that is the question »what goes
into the corpus?«), which is discussed in the next subsection, and corpus
annotation and architecture, which are addressed in the following one.

3.1 Corpus design

The design of a corpus is first and foremost dependent on the research
questions it is meant to answer. Corpora range from very specific to op-
portunistic?’. Which researchers use what kind of corpora is a matter of
degree rather than one of principle: while all disciplines use specific cor-
pora (with corpora that contain one text of one author, which are more
common in literary computing, being the extreme), probably no philolo-
gists, only very few corpus linguists but many computational linguists use
large opportunistic corpora.?s

27 That is everything one can get, for example corpora harvested from the Web, see the
papers in Baroni/Bernardini (2006b) or Bergh/Zanchetta (forthcoming).

28 Admittedly, the considerations behind selecting a text for any study may be partly dic-
tated by availability — a text already available digitally e.g. from Project Gutenberg 3] or
from the German digital library zeno.org 4] is often more attractive than one requiring di-
gitization. Still, the choice of text is liable to be much more particular in literary com-
puting. Many corpus linguists, on the other hand, would perhaps not even call oppor-
tunistic collections »corporac since often the fact that the collection strategy is depen-
dent on given research questions and goals is part of the definition of »corpus.. Com-
pare for example the definition given by the Expert Advisory Group on Language En-
gineering Standards: »A corpus is a collection of pieces of language that are selected and
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Since corpus linguistics, as already mentioned, is concerned with the
study of abstracted language systems, and not one particular text or
another, one of its primary concerns is obtaining resources which are
srepresentativec of the language in question. Representativeness is ulti-
mately impossible to achieve for an infinite body of language (such as
any living variety of a language), where the distributions of texts accord-
ing to certain parameters cannot be determined and consequently cannot
be mapped onto the corpus design. The term >representative« must there-
fore be used with caution. Although representativeness is often equated
with an attempt to get corpora which are as large as possible, in order to
cover more of the language, corpora attempting to be representative
should more importantly focus on giving a balanced sample of the poss-
ible variability in the language population being investigated.?” In the case
of very large, and especially (national) reference corpora, this often
means incorporating both written and spoken (usually transcribed) data,
as well as a classification of texts according to such factors as genre, reg-
ister, dialect et cetera. The corpus can then be designed to include con-
trolled amounts of material from each category in order to be represent-
ative«. The BNC [6], for example, contains 90% written and 10% tran-
scribed spoken British English. Written texts are classified according to
the time they were composed, subject matter and publication medium
(novels, journals et cetera), while spoken data covers material from
speakers of diverse age, locations, social class and sex, as well as material
from formal speech such as radio broadcasts. However, beyond the ratio
of the different text types, the identity of the texts is supposed to play no
role in the usage of the corpus, which is seen as a sample of the infinite
potential texts that could or do occur in modern British English.

Linguists often study corpora of »non-standard¢ varieties such as dialect
conpora®, corpora of specific social groups3! or certain registers®?. Many
text types are not available in these varieties, and standardization is often
problematic, since some of these varieties are not usually written — such
corpora are therefore often opportunistic and small. Linguists use such
corpora to study lexical, morphological, syntactic and many other prop-

ordered according to explicit linguistic criteria in order to be used as a sample of the
language« [5].

2 As pointed out for example by Biber (1993: 243).

30 Hollmann/Siewierska (2003), Anderwald/Szmrecsanyi (forthcoming).

31 For example London teenagers in the COLT corpus, Haslerud/Stenstrém (1995).

32 On the multidimensional model for the description of registers see for example Bi-

ber/Conrad/Reppen (1998).
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erties of the given variety — again, the specific text is not important as
long as the corpus represents the variety.

Literary and philological corpora, by contrast, are in general unique —
that is, they are not interchangeable with other, comparable corpora in
the same language. In most cases, a philological corpus is closed, mean-
ing no new texts are expected to be added to the corpus, though corpora
of living authors can of course grow, and occasional discoveries in cor-
pora of historical authors are also possible. Historical corpora are not only
closed, but their contents are often dictated by external factors, which
therefore determine the corpus design. This is perhaps less problematic
for literary computing than for historical linguistics, since as the selection
of available texts becomes smaller the further back one looks, corpora
become less and less linguistically representative, and often the available
data is less than ideal. In practice, the same historical corpus can be (but
often is not) used by linguists and literary scholars. Donhauser® de-
scribes a corpus of a 9% century interlinear Latin and Old High German
translation of Tatian that is used for the study of information structure in
Old High German. While the translated German text in this corpus of-
ten adheres to the word order from its interlinear Latin original, discre-
pancies between the texts can be used to draw conclusions on the devel-
opment of Germanic word order.?* Note that while this is not very dif-
ferent from a description of a particular text’s language in literary com-
puting, the aim is to make statements about Old High German in general
(ideally supported by further comparative, typological or other types of
evidence from outside the corpus), and not about the Tatian text itself.

All this does not mean that historical corpora must be small — good
counterexamples can be found in corpora in the Classics, which although
essentially closed, are in fact massive. For example, the University of Cali-
Sfornia Irvine hosts the Thesanrus Linguae Graecae [7], offering 99 million
words of texts including Greek authors ranging between Homer and the
fall of the Byzantine Empire. Tufts University’s Persens Project hosts a freely
available Classics collection [8] containing over 7.8 million words of
Greek and over 5.2 million words of Latin. It also includes close to 39
million words of English translations and reference works for scholarly
use, hyperlinked from and to the source texts, as well as advanced graph-
ical resources such as maps and photographed archeology collections.
However being a philological resource does not contradict offering a
wide variety of tools that are of interest to linguists: Persexs also contains

33 Donhauser (2007).
34 See Petrova (2006); Hinterholzl et al. (2005).
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hyperlinked morphological analysis tools allowing users to analyze and
lemmatize inflected word forms, as well as to access corresponding dic-
tionary entries in multiple digitized resources. Quantitative corpus lin-
guistic studies are also supported with automatic usage statistics for
words in different authors or text types. However importantly for lin-
guistic use, these corpora make no attempt at being balanced; rather,
they try to be exhaustive. We can find out how often Aeschylus uses a
certain word, or how much more frequent a word is in Homer than in
Hesiod, but estimating how frequent a word was in Classical Greek in
general, or in the dialect or idiolect of even one author, is methodologi-
cally compromised by imbalances in corpus design that depend on the
coincidences that preserved one text but lost another, or in the case of
collections that have only selectively digitized some of the available texts,
the content-based preferences of the editors.?> In such cases, researchers
may need to hand-craft appropriate subcorpora from the material availa-
ble.

Computational linguistics, by contrast, tends to prefer maximally ex-
tensive corpora. Many applications rely on statistics, so it is often neces-
sary to have large corpora to achieve both statistical validity in theory
and adequate performance in practice. This leads to the fact that many
corpora in computational linguistics are mostly of contemporary text,
which is already (and cheaply) available electronically. The texts can be
literary, but are often more restricted to newspaper language. Commonly
applications are developed using only a large part of such a corpus for
training, leaving a smaller part as data unseen by the system for testing
performance. Another type of corpus which figures prominently in
computational linguistics is the parallel corpus, which is used especially in
statistical machine translation systems, but also in computational lexico-
graphy for parallel multilingual terminology extraction (that is creating
dictionaries for specialized technical domains) and the preparation of
multilingual documentation. One of the largest and most frequently used
corpora in this area is the EwroParl corpus3°, which contains proceedings
of the European Parliament in 11 European languages, with between 26
and 44 million words of sentence-aligned text for each language.

35 This is especially pertinent for historical corpora of more recent periods, which are
forced to selectively digitize samples from each period on account of the vast amounts
of material, for example the corpus proposed in Jannidis et al. (2006) mentioned
above.

36 Kochn (2003).
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Parallel corpora are also of interest for comparative linguistics and the
study of translated language, as the following examples show. The Re-
gensburg Parallel Corpus®, for example, currently offers 31 parallel pos-
tagged texts, available in any number of 10 languages (Slavic languages,
English, and German), and totaling some 9.4 million tokens. Users can
query subcorpora to find and quantify occurrences of part-of-speech
tags, lemmas or word forms in one language, depending on whether or
not another part-of-speech, lemma or word form is found in the availa-
ble parallel texts (for example to find the frequency of German Haus
translating English house versus English home). Using regular expressions
to define variable length token chains, it is even possible to investigate
the frequency of certain syntactic phenomena (for example which ele-
ments in the article-less Slavic languages co-vary with the use of English
definite versus indefinite noun phrases). Zeldes’® demonstrates how a
parallel historical Bible corpus can be used to study syntactic and lexical
change, by automatically extracting correspondences between lemmas,
morphological suffixes and recurrent token sequences in texts from dif-
ferent stages of the Polish language. Another parallel corpus used for a
study of translated language in itself (sometimes called »translationese, a
term due to Martin Gellerstam) can be found in the work of Baroni and
Bernardini.*® The study used support vector machines (SVMs), a ma-
chine learning technique, on a corpus of some 2 million words of origi-
nal Italian journal text, and over 877,000 words of articles translated into
Italian in the same journal, from several source languages. The authors
report that the machine learning algorithm trained on the corpus was
able to distinguish translated language from original Italian, on average
with high accuracy (86.7%), outperforming the judgment of even human
translators, based solely on the corpus example data.*

37 Von Waldenfels (2000).

38 Zeldes (2007).

3 Baroni/Bernardini (2006a).

40 For more on parallel corpora in contrastive and translation studies see Johansson

(2007).
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3.2 Annotation and corpus architecture

While corpora in the different disciplines may vary considerably with re-
spect to contents, all three share the need for and use of metadata.*! Me-
tadata can be classified in many ways; one traditional classification distin-
guishes between header information (information about the whole text),
structural information (information placed between tokens to mark the
graphical or logical structure of the text) and positional information (in-
formation about the smallest units, the tokens). The levels and types of
metadata differ markedly between the disciplines. Header information
gives users information about the corpus and the texts in it on a macros-
copic level, providing such details as the time, place and language of
composition, as well as the authorship, or for historical texts often the
scribe or copyist who prepared a manuscript. Other kinds of metadata
describe the corpus coding itself, for example the annotation layers avail-
able in the corpus or the symbols used in the text, or the corpus struc-
ture, such as divisions into chapters, paragraphs et cetera. There are
many standards available for encoding corpora and their metadata, with
no consensus having emerged yet. Structural divisions of texts are often
captured in TEI XML, or its simplified version TEI Lite, which are hie-
rarchical XML specifications created by the Text Encoding Initiative [9].
This format is especially common in literary and historical corpora, since
it offers many options for the description of logical and also graphical
elements that may become fairly complex in attempts to faithfully de-
scribe manuscript material. TEI also offers its own extensive format for
header data to describe corpora, and annotations to describe the text,
with specialized fields used, for example, to mark up rhyming or meter in
verse texts, information on stage directions and the cast in performance
texts, and much mote. Other formats concentrate on metadata used to
identify linguistic characteristics of a text, and are most useful for lin-
guists wanting to establish what kind of language a corpus is a sample of.

High-quality closed corpora with multiple layers of rich annotation are
probably more typical for philological resources, but there are also ex-
amples of richly annotated linguistic corpora, such as the above-

41 Notwithstanding approaches that avoid metadata since it is always an interpretation of
the text, and therefore perhaps controversial. Except in a few very special cases, such
as perhaps the segmentation algorithm in Golcher (2006), we believe that metadata is
always useful (compare the data-driven approach mentioned in footnote 4 and the crit-
icism mentioned there).
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mentioned Tatian corpus.*? Beyond ordinary grammatical annotations,
the corpus contains detailed annotations regarding information structure
in the text, including topical and focal elements, givenness, definiteness
and more, with the goal of linguistically studying discrepancies in word
order between the Latin and Old High German texts. This type of re-
search requires specialized annotation schemes that would not be availa-
ble in a general purpose literary corpus of the same texts, and at the same
time tools for quantitative analysis on, for example, how often we find
verb first, second, or last position in the corpus, depending on syntactic
or information structural considerations. Other examples of corpora
with rich annotation are the learner corpus Fa/ks*> which has a multi-
layer error annotation, ot the Potsdam Commentary Corpus (PCC)*, which
is annotated with rhetorical structure®S, information structure and corefe-
rence, alongside syntactic annotation.

Some richly annotated schemes also allow competing annotations for
the same metadata field. The freely available version of the Ewrgparl cor-
pus [10] is an interesting resource in this context, since it contains mul-
tiple competing part-of-speech annotations for some languages, in the
form of tags assigned by several taggers to the same text (up to six tags
for each token in the English version). This can be useful, since different
tagging schemes may be more suitable for different applications. This
contrasts however with a typical linguistic point of view, in which a cer-
tain tagging scheme is selected for more or less well thought out theoret-
ical reasons, and treated (often too lightheartedly) as a ground truth for
turther study (for example allowing statements on the absolute or rela-
tive frequency of certain grammatical categories, et cetera).

No matter what the annotation categories themselves or their values,
all three disciplines face the same issues of storing and querying corpus
data with diverse multi-layer annotations. In recent years, therefore,
much effort has been spent on developing multi-layer architectures that
separate data and annotation, instead of committing to one inline anno-
tation layer, which is difficult to expand and modify. Standoff architec-
tures*, which are designed to allow separate annotation files to refer to
corpus data, are opening up new ways in which different annotations

42 Donhauser (2007).

4 Ludeling et al. (2008).

4 Stede (2004).

45 Based on RST, Mann/Thompson (1987).

46 Thompson/McKelvie (1997); compare Dipper (2005).
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with conflicting hierarchies, different categories and ambiguous values
can serve multiple disciplines more adequately at the same time.

4. Exploitation

As already mentioned, all three disciplines exploit corpora both qualita-
tively and quantitatively. The differences one finds are of degree and not
of principle. Computational linguistics in recent years has almost exclu-
sively used statistical methods (as can be seen for example in papers fea-
tured at the conferences of the Association for Computational Linguis-
tics), whereas many scholars in literary computing and corpus linguists
concentrate more on qualitative methods.

One interesting difference between corpus linguistics and literary
computing stems from the fact that scholars in literary computing see
themselves mainly as humanities scholars whereas at least some corpus
linguists see themselves as natural scientists and conduct their research
to meet certain standards of experimental design, reproducibility of re-
sults et cetera.*’ Since the same techniques can be, and increasingly often
are used in multiple domains, the next sections are arranged according to
methodologies and not discipline by discipline.

4.1 Qualitative methods

The qualitative use of corpora in general has concentrated on the key
word in context (KWIC) concordance,* as can be gleaned from the wide
variety of concordancing tools available. KWIC concordances are essen-
tially a list of corpus data segments matching a search criterion, sur-
rounded by its context (that is the words before and after it). The con-
cordance allows researchers to get an overview of the different contexts
in which a target item (be it a word, a lemma, a complex annotation or
syntactic construction, or any combination of these) may appear. The
ultimate goals of such a search can be very varied: a linguist may be in-
terested in finding a counter example to a theory predicting that a certain

47 Haji¢ (2004), Baroni/Evert (forthcoming), Biber/Jones (forthcoming).
4 For an overview of the development of concordancing see Jones/Sondrup (1989).
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construction will not appear, while a literary scholar may try to find all
mentions of certain characters or places in a novel. Computational lin-
guists may be more interested in using such tools to find examples of
constructions their systems have trouble handling, or indeed to be able
to foresee if the presuppositions their systems depend on are supported
by the corpus data. An example might be searching for pronouns in var-
ious constellations to determine if and how often an anaphor resolution
heuristic would be correct, before one sets out to implement it.

While most search engines rely on users being able to formulate more
or less complex queries in a query language, providing an appropriate
query builder makes exploitation much easier for the uninitiated (though
this is not meant to replace an expert interface allowing the full functio-
nality and power of the underlying search engine). A particularly note-
worthy idea on the border between corpus and computational linguistics
is the Linguist’s Search Engine [11], which allows users to input an example
sentence to be parsed by an on-line parser, and have the search engine
retrieve syntactically similar sentences from a corpus. This type of query
could doubtless be useful for literary scholars interested in the language
or style of certain authors or works, who may not be familiar with the
syntactic formalism used to annotate the corpus, and might therefore
find phrasing the necessary queries directly difficult or cumbersome.

Once the desired query is formulated and a concordance has been re-
trieved, an immediate second step is usually a classification of the results
into meaningful categories. These can be a simple binary decision (is this
the construction being searched for or not, for example the linguist’s ne-
cessary counter example), or a more complex classification (such as se-
mantically classifying matched adjectives into color terms, other physical
properties, value judgments and so on). In this context it is often inter-
esting to classify corpus results by their contexts. The literary scholar
may want to know which characters appear when a certain term is men-
tioned, who mentioned it, or in what setting it was mentioned. If the
element determining the classification can be defined in machine decida-
ble terms, concordances can simply be sorted to produce the classifica-
tion (for example all results for a certain adjective followed by any noun
can be sorted by that noun alphabetically).

Naturally, the literary scholar is often concerned with more context
than can be conveniently displayed in a KWIC concordance, which is
why most literarily oriented concordance interfaces offer hyperlinking
functionality between concordances and expanded context views of the
corpus. The advantage of using both views in conjunction is that poten-
tially interesting results can be reviewed easily in the plain-text concor-
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dance, possibly with helpful highlighting functions and annotations,
whereas a detailed view navigated to from this list can contain both more
text, and representations that are more taxing to interpret, such as
aligned facsimiles. A good example of this mode of operation can be
found in the Canterbury Tales Project, which also offers special marking for
variants in the collation, so that different versions of a search result can
be navigated to on the fly. Although these functions have been devel-
oped largely with literary computing in mind, they are entirely applicable
to corpus linguistics as well. Many linguistic domains require relatively
large contexts, and many corpora correspondingly offer not only adjust-
able context width for concordances, but also dedicated text-length con-
text views, which are especially appropriate for studying text-wide de-
pendencies. The rhetorical structure annotated in the above mentioned
Potsdam Commentary Corpus, for example, cannot be adequately inter-
preted without very large context, and often requires reading an entire
text. Corpora comprised of short news stories or essays can also be stu-
died at text level, using searches to retrieve text containing interesting
phenomena. This allows researchers, for instance, to study constructions
typical of the beginning or end of a text, and their dependencies on vari-
ous features being found in or absent from the entire text. This means
that the same corpus can be exploited by researchers in different fields,
or even used to examine interdependencies between different layers (for
example the effect of information structure on syntax). More and more
types of annotation, often created by work-intensive manual methods,
are being proliferated, for example verbal argument annotations in Prop-
Bank® and discourse annotations for connectives like because or although
in the Penn Disconrse Treebank™. New research methods taking advantage
of such annotations simultaneously may reveal as yet unknown interac-
tions between different linguistic levels.

The integration of scholarly works into corpora is another trend
which has grown in literary computing, but has not to date been carried
over to linguistic corpora. Since literary corpora often render existing
editions, which may contain footnotes commenting on various aspects
of the text and citing previous research, such additional data has been
digitized alongside the text in some resources. Perseus, for example, offers
linked commentary works and translations of many original texts, which
often amount to much more material than the actual corpus data, and
can be of immense use to users wanting to exploit the text for their own

49 See Kingsbury/Palmer (2003).
50 Miltsakaki et al. (2004).
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research. While linguistic corpora sometimes offer connectivity with lexi-
cal resources,>! and parallel corpora naturally contain aligned translations,
in the future corpora could offer access to digitized linguistic scholarly
works and commentary, either through license-based internet vendors
like JSTOR [12], or through archives of freely available materials, confe-
rence proceedings et cetera. The corpus could thus become a true lin-
guist’s workbench, where he or she can not only find attestations of
phenomena, but also learn what has been written about them by other
researchers.

An exciting prospect in this context is the possibility of integrating
Web 2.0 functionality into such commentary and linking, allowing users
to tag their own analyses® and link search results to relevant available
works, or voting (either directly or using link usage statistics) for the
most relevant commentaries. Far from being distant possibilities, this
type of services is already being offered for a linguistic application in
Persens latest version (4.0), which allows users to vote for and rely on
choices of alternative morphological analyses in word forms that are am-
biguous. This creates user-based positional information (or rather a
weighting of available conflicting annotations) telling us that the same
form may be an accusative in a certain chapter of the I/ad, but nomina-
tive in another text by Herodotus, according to most users. The potential
for harnessing users to develop a resource further simply by letting them
exploit it and browse through it is thus limitless.

4.2 Quantitative methods

Beyond the advantages of advanced search capabilities facilitating once
very time consuming qualitative research, the added value of digital cor-
pora really lies in the possibility of quantitative analyses. Although prob-
ably used by only a minority of literary scholars accessing corpora, and
certainly not by all corpus data-based linguists, basic frequency counts of
word forms, lemmas et cetera have been offered by corpus interfaces
and used successfully for a long time. However, manipulating quantita-
tive data to form meaningful statements has often required the develop-

51 This includes dictionaries, morphological analyzers, or even lexico-semantic resources
such as Princeton’s WordNet [13], which already more than 10 years ago (version 1.4)
included a WordNet tagged version of the Brown corpus.

52 Compare Smith et al. (2007).
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ment of specialized systems, which have had less penetration as explora-
tory tools for larger communities. For example, Rayson et al. describe a
study on key lexical items best distinguishing speakers according to
gender, age and social class in the spoken part of the British National Cor-
pus.53 The study used software developed at UCREL at Lancaster Univer-
sity to rank items using chi-squared distribution values determining the
significance of deviations in the frequency of items in one category ver-
sus another (for example male versus female speakers).

More recently, corpus interfaces have begun integrating advanced
tools for quantitative analysis. While technically not difficult to imple-
ment, these tools immediately deliver utility of a higher order of magni-
tude to users who are not in a position to write scripts to manipulate raw
corpora themselves. Advances have been made especially in the field of
collocation extraction, that is the automatic identification of (ideally
meaningful) combinations of words whose cooccurrence is statistically
significant. Measures of collocability such as Log Likelihood (LL)%, mu-
tual information (MI)>> and others,> which were originally developed in
computational linguistics for tasks like signal processing, technical termi-
nology extraction, automatic lexicon acquisition and machine translation,
are now being offered within corpus interfaces. For example, the corpus
of the digital German dictionary DWDS (Digitales Wrterbuch der deutschen
Sprache des 20. Jabhrhunderts [14]), allows users to switch from concordance
to collocate view for a node word, to see which other words are most
significantly associated with it. Users can choose between three associa-
tion measures (LL, MI and the t-test), and sort results either by one of
the measures, the frequency of the collocation or the frequency of the
non-node word. The interface developed by Mark Davies at Brigham
Young University for a collection of large corpora [15] goes further in of-
fering not only integrated collocations for individual items, but also au-
tomatic comparison of either common or mutually exclusive collocates
of multiple query items. This allows users to study subtle differences in
near synonyms and to find areas of semantic overlap.5’

Both of the above interfaces also allow users to graphically compare
the distribution of items across genres by computing frequency counts

53 Rayson et al. (1997).

54 Dunning (1993).

55 See Daille (1995) for implementations and discussion.

50 For an extensive overview of collocation measures see Evert (2005).

57 See Manning/Schiitze 1999: 166-168 for an example comparing which English nouns
combine with the adjective sz7ong more often, and which with poweryul.
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for different subcorpora, and in the case of some of the corpora at Brig-
ham Young University, also based on divisions into time periods (by dec-
ade, or century in historical data). Literary corpora have for a long time
been organized around entire, often relatively small texts, and have natu-
rally allowed quantitative results to be compared across such subcorpora.
In linguistics, where large newspaper corpora are common, functionality
comparing for example the frequency of items in each individual article
is rarely offered. In the future both domains could benefit from more
flexible abilities to define ad hoc subcorpora on the fly, based on meta-
data or query results (that is searching within a list of matches or saving
one as a subcorpus).

Another useful quantitative tool coming from lexicographically
oriented computational and corpus linguistics is the Skexh Engine’,
which offers a corpus-based one page summary for each word, including
its most common collocates in various constructions (for example most
common nouns in subject and object positions for verbs, associated pre-
positions, adjuncts et cetera).’? Such functionality, especially used com-
paratively in conjunction with subcorpora and larger monitor corpora
can reveal where texts differ semantically from each other, and from a
more »average« usage as represented in the larger corpus. Integrating
these tools, based on data which is essentially already there, should be a
top priority for both linguistic and literary corpora, and may have consi-
derable value in computational linguistics too as a diagnostic tool for
evaluating differences in domain-specific texts.

A special area of quantitative research equally related to literary re-
search, linguistics, and computational linguistics is statistical stylometry.
One of its typical tasks is using sample texts from different authors to
establish corpus-based parameters (or »discriminators«) characterizing
their work, in order to identify the author of an unattributed work out of
given options. Some researchers use the relative frequencies of function
words, which are thought to be topic independent but characteristic of
particular writers: Merriam and Matthews used a multi-layer perceptron,
a neural network-based machine learning technique, to determine au-
thorship of plays and parts of plays that may have been written by either
Shakespeare or Marlowe, based on the relative frequency of ten common
words such as the, not and #hat.?° Burrows considers a much larger range

58 Kilgarriff et al. (2004) [16].

59 For an example comparing the behavior of the lemmas wan and woman in the BNC
using the Sketch Engine see Pearce (2007).

00 Merriam/Matthews (1993).
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of authors at once, using a distance measure to evaluate similarity in a
collection of texts from 25 poets of the English Restoration period.o!
Other studies also use the corpus to automatically decide which words or
constructions would make the best discriminators, and it is even possible
to use the frequencies of all possible substrings of a text to compute a
measure of its repetitiveness which is different and characteristic for dif-
ferent authors.®? Stylometry can also be used to analyze the speech of in-
dividual characters in novels: DeForest and Johnson classify Jane Austen
characters according to the proportion of Latinate versus Germanic
words they use in their dialog and letters.®> For more information see
Oakes’®* overview of corpus-based stylometry

5. Conclusion and outlook

In this paper we have discussed the role of corpora in linguistics, literary
computing and computational linguistics. As we have shown, research
questions, specific resources and the methods of their exploitation may
differ considerably between these disciplines, yet they must all deal with
similar and overlapping issues in corpus design and annotation, and may
benefit from adapting each othet’s methods. A relatively new and excit-
ing direction for the future of work within these areas, and for interdis-
ciplinary work as well, is multi-layer annotations and architecture on the
one hand, and methods of taking advantage of data from such multi-
layer corpora on the other. Where in the past computational linguists
may have used a linguistic corpus to create taggers and parsers, and lin-
guists in turn used these tools on corpora digitized by the digital humani-
ties, we are entering a stage where work using the same resource is be-
coming possible on both an interdisciplinary level and an interpersonal
level, between researchers working separately.

The technologies available today enable multiple users to engage in
independent research on and annotation of the same data. As we have
seen, first applications offering so-called Web 2.0 functionality for cor-
pora are emerging, which will allow scholars in different fields to com-
municate through the use of shared resources, and keep them more in-

o1 Burrows (2002).

02 See Golcher (2007).

6 DeForest/Johnson (2001).
04 Oakes (forthcoming).
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formed and more up to date about work relevant to the resources they
are using. Offering multiple views of the same data and allowing users to
develop resources further is especially relevant for data that is difficult,
time-consuming, or expensive to acquire, such as historical data.®> A
wide usage of such texts by as many people as possible is therefore high-
ly desirable. One project that explores how far this idea may go is the
TextGrid project [17], which uses grid computing to combine resources
such as corpora or lexicons and techniques such as lemmatization from
many different sources. These resources, combined with the right com-
putational and statistical tools, could give scholars not only a convenient
way to continue traditional modes of work, but also to develop new and
especially quantitative approaches that may not have been practicable
only a few years ago.

Researchers in all text-based disciplines are finding themselves wit-
nessing a massive process of digitization of written human knowledge.%
Now more than ever it is up to research communities to take advantage
of the resources which are becoming available, and shape them to their
research needs, giving us not only three, but in fact an unlimited number
of views on corpora.
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